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Recap: week 12

p Federated Learning

p Privacy in Federated Learning

p Robustness in Federated Learning

p Challenges and Future Research



This Week

p Biases in Current AI Models

p Machine Learning Bias

p AI Ethics, Technology Ethics

p Ethics in IT Workplace



Biases in Current AI Models

https://www.aclunc.org/blog/amazon-s-face-recognition-falsely-matched-28-members-congress-mugshots 

l A study conducted by ACLU (American Civil 
Liberties Union, 美国公民自由联盟)

l Object: Amazon facial recognition 
software Rekognition

l Methodology: the tool matches 28 
Congress members with mugshots

l Mugshot database: 25,000 publicly 
available arrest photos 

l The test costs only $12.33 — less than a 
large pizza

https://www.aclunc.org/blog/amazon-s-face-recognition-falsely-matched-28-members-congress-mugshots


Biases in Current AI Models

https://www.aclunc.org/blog/amazon-s-face-recognition-falsely-matched-28-members-congress-mugshots 

l 20% of the members are people of color
l 39% of the matched criminals are people of 

color

https://www.aclunc.org/blog/amazon-s-face-recognition-falsely-matched-28-members-congress-mugshots


Biases in Current AI Models

https://www.reuters.com/article/us-amazon-com-jobs-automation-insight-idUSKCN1MK08G 

l A machine learning based resume filtering tool

l It takes 100 resumes and returns the top-5

l It was then found to recommend only men for certain jobs

https://www.reuters.com/article/us-amazon-com-jobs-automation-insight-idUSKCN1MK08G


Biases in Current AI Models

https://towardsdatascience.com/real-life-examples-of-discriminating-artificial-intelligence-cae395a90070

l COMPAS (Correctional Offender Management Profiling 

for Alternative Sanctions) algorithm used by US court 

systems

l A fairness study conducted by ProPublica (a Pulitzer 

Prize-winning non-profit news organization)

l The prob of reoffend: black offenders (45%) vs white 

offenders (23%)

https://www.propublica.org/article/machine-bias-risk-
assessments-in-criminal-sentencing 

https://towardsdatascience.com/real-life-examples-of-discriminating-artificial-intelligence-cae395a90070%EF%BC%9Bhttps:/www.propublica.org/article/how-we-analyzed-the-compas-recidivism-algorithm
https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing
https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing


Biases in Current AI Models

https://towardsdatascience.com/real-life-examples-of-discriminating-artificial-intelligence-cae395a90070 

l PredPol (predictive policing) algorithm biased against 

minorities.

l It predicts where crimes will occur in the future, designed 

to reduce human bias.

l It is already used by the USA police in California, Florida, 

Maryland, etc.

l It repeatedly sends police patrol to regions that contains a 

large number of racial minorities.

Photo by M. Spencer Green / AP

https://towardsdatascience.com/real-life-examples-of-discriminating-artificial-intelligence-cae395a90070


Biases in Current AI Models

https://www.scientificamerican.com/article/racial-bias-found-in-a-major-health-care-risk-algorithm/ 

l Health care risk-prediction algorithm used for 200 million 

people in US hospitals predicts who needs extra health 

care.

l The algorithm heavily favours white patients over black 

patients, although race is not a variable for prediction.

l It was actually caused by a cost variable (black patients 

incurred lower health-care costs).

Photo by Daan Stevens on Unsplash

https://www.scientificamerican.com/article/racial-bias-found-in-a-major-health-care-risk-algorithm/


Biases in Current AI Models

https://www.brookings.edu/research/enrollment-algorithms-are-contributing-to-the-crises-of-higher-education 

眼睛太小被辅助驾驶系统识
别为“开车睡觉”

https://www.brookings.edu/research/enrollment-algorithms-are-contributing-to-the-crises-of-higher-education


Biases in Medical Models

Gender imbalance in medical imaging datasets produces biased classifiers for computer-aided diagnosis, PANS, 2020

Imbalanced training data leads to biased performance

Training on male data

Training on female data



Biases in Medical Models

Seyyed-Kalantari, Laleh, et al. "Underdiagnosis bias of artificial intelligence algorithms applied to chest radiographs in under-served 
patient populations." Nature medicine 27.12 (2021): 2176-2182.

Under-diagnoses for under-represented subpopulations



Biases in Medical Models

Adleberg, Jason, et al. "Predicting patient demographics from chest radiographs with deep learning." Journal of the American College of 
Radiology 19.10 (2022): 1151-1161.

AI model can detect race from x-Rays

https://www.wired.com/story/these-algorithms-look-x-rays-detect-your-race/



Biases in LLMs: how to test it?

BOLD: Dataset and Metrics for Measuring Biases in Open-Ended Language Generation, FAccT, 2021

Bias in Open-ended Language Generation Dataset (BOLD) 
By Amazon, 2021

For fairness evaluation in open-ended language generation

• 23,679 different text generation prompts 
• 5 fairness domains: profession, gender, race, religious ideologies, and political ideologies.

• Sentiment

• Toxicity

• Regard

• Emotion lexicons

Metric:
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Biases in LLMs: how to test it?

Bias Benchmark for QA (BBQ)

BBQ: A Hand-Built Bias Benchmark for Question Answering, ACL, 2022

By New York University, 2022

A question set  for testing social bias:
• 9 bias categories
• Each category has >25 templates 
• Written by the authors and validated 

using crowdworker judgments.
• Overall >58k examples.



Biases in LLMs: how to test it?

BBQ: A Hand-Built Bias Benchmark for Question Answering, ACL, 2022

Metrics



Do-Not-Answer: A Dataset for Evaluating Safeguards in LLMs, arXiv:2308.13387

Biases in LLMS: Do-Not-Answer

Do-Not-Answer: 
By LibrAI, MBZUAI, The University of Melbourne

• A Dataset for Evaluating Safeguards in 

LLMs

A 3-level risk taxonomy for 
LLMs



Do-Not-Answer

• Information Hazards: These risks arise from the LLM predicting 
utterances that constitute private or safety-critical information that is 
present in, or can be inferred from, the training data.

• Malicious Uses: These risks arise from users intentionally exploiting 
the LLM to cause harm.

• Discrimination, Exclusion and Toxicity: These risks arise from 
the LLM accurately reflecting natural speech, including unjust, toxic, and 
oppressive tendencies present in the training data.

• Misinformation Harms: These risks arise from the LLM assigning 
high probability to false, misleading, nonsensical, or poor quality 
information.

• Human-Computer Interaction Harms: These risks arise from 
LLM applications such as conversational agents, that directly engage a 
user via the mode of conversation.

Do-Not-Answer: A Dataset for Evaluating Safeguards in LLMs, arXiv:2308.13387



Do-Not-Answer

Action  Categories.

• (0) cannot assist;

• (1) refute the opinion; 

• (2) discuss from dual perspectives;

• (3) perceive the risk and answer cautiously with a suitable 

disclaimer; 

• (4) cannot offer accurate or concrete answers due to lack 

of language model ability or uncertainty; 

• (5) follow and respond to the instruction.

harmless

harmful

Do-Not-Answer: A Dataset for Evaluating Safeguards in LLMs, arXiv:2308.13387



Do-Not-Answer

Human Evaluation

Automatic Response Evaluation

• GPT-4

• PLM-based Classifier

Do-Not-Answer: A Dataset for Evaluating Safeguards in LLMs, arXiv:2308.13387



OpenTAI

https://opentai.org/ 

图像分类模型 文本分类模型

https://opentai.org/


Definition of Bias

Mehrabi et al. “A survey on bias and fairness in machine learning.” ACM Computing Surveys (CSUR) 54.6 (2021): 1-35.
https://diversity.nih.gov/sociocultural-factors/implicit-bias

Fairness: the absence of any prejudice or favouritism toward an individual or 
group based on their inherent or acquired characteristics. （无差别化决断）

Bias: decisions are skewed toward a particular group of people not based on their 
inherent characteristics. （差别化决断）

Bias consists of attitudes, behaviors, and actions that are prejudiced in 
favor of or against one person or group compared to another. （社会学）



Cognitive Biases: Psychology and Sociology

https://en.wikipedia.org/wiki/Cognitive_bias
https://upload.wikimedia.org/wikipedia/commons/6/65/Cognitive_bias_codex_en.svg 

https://en.wikipedia.org/wiki/Cognitive_bias
https://upload.wikimedia.org/wikipedia/commons/6/65/Cognitive_bias_codex_en.svg


Types of Machine Learning Bias

Mehrabi et al. “A survey on bias and fairness in machine learning.” ACM Computing Surveys (CSUR) 54.6 (2021): 1-35.

Model



Data Bias

Mehrabi et al. “A survey on bias and fairness in machine learning.” ACM Computing Surveys (CSUR) 54.6 (2021): 1-35.

p Measurement Bias
- COMPAS 使用被捕次数和家庭成员被捕次数作为风险预测属性

p Omitted Variable Bias
- 竞争对手（忽略的因素）的出现导致大量用户退订

p Representation Bias
- 数据集的分布不具有全局代表性：比如ImageNet的地域分布

p Aggregation Bias
a) Simpson’s Paradox：在某个条件下的两组数据，分别讨论时都会满足某种性质，
可是一旦合并考虑，却可能导致相反的结论

b) Modifiable Areal Unit Problem （MAUP）：分析结果随基本面积单元（栅格细胞
或粒度）定义的不同而变化的问题

p Sampling Bias：跟representation bias类似，源自非随机采样
p Longitudinal Data Fallacy （纵向数据错误）：未考虑时间因素
p Linking Bias：社交网络图里面用户交互规律和连接关系有很大不同



Algorithmic Bias

Mehrabi et al. “A survey on bias and fairness in machine learning.” ACM Computing Surveys (CSUR) 54.6 (2021): 1-35.

p Algorithmic Bias

- 优化、正则化方法，统计分析方法，对数据的有偏使用

p Recommendation Bias

- 呈现方式和排行顺序存在偏见

p Popularity Bias

- 越流行的物体得到的推荐越多，进而获得更多的点击

p Emergent Bias：

- 软件完成设计后用户群体已经变了

p Evaluation Bias：

- 使用不恰当的基准数据集去衡量模型



User Bias

Mehrabi et al. “A survey on bias and fairness in machine learning.” ACM Computing Surveys (CSUR) 54.6 (2021): 1-35.

p Historical Bias
- 历史数据存在偏见，比如搜索“女CEO”会根据历史数据返回很少的女性

p Population Bias
- 平台用户群体不同，比如女生喜欢用Pinterest, Facebook, Instagram，而男生喜欢用
Reddit or Twitter

p Self-Selection Bias
- 采样偏见的一种，比如对于意见调查

p Social Bias：
- 别人的行为影响我们的决定（别人都给高分，你给不给？）

p Behavioral Bias：
- 不同圈子/平台上的人的行为不同，比如emoji表情的使用习惯

p Temporal Bias：
- 人群和行为都会随时间而变化，比如twitter上有时候会用hashtag有时又不用

p Content Production Bias：
- 每个人创造内容的方式和习惯不同，比如不同群体的文字使用习惯不同



Existing Bias Datasets

Dataset Name Size Type Area

UCI adult dataset 48,842 income records Social

German credit dataset 1,000 credit records Financial

Pilot parliaments benchmark 
dataset

1,270 images Facial Images

WinoBias 3,160 sentences Coreference resolution

Communities and crime dataset 1,994 crime records Social

COMPAS Dataset 18,610 crime records Social

Recidivism in juvenile justice 
dataset

4,753 crime records Social

Diversity in faces dataset 1 million images Facial Images

CelebA 162,770 images Facial Images



公平性定义

Mehrabi et al. “A survey on bias and fairness in machine learning.” ACM Computing Surveys (CSUR) 54.6 (2021): 1-35.

Def. 1: Equalized Odds
•同等机会对，同等机会错

Def. 2: Equal Opportunity
•同等机会对

Def. 3: Demographic Parity
•个体存在与否不影响对

Def. 4: Fairness Through Awareness
•输入相近，结果相同

Def. 5: Fairness Through Unawareness
•决策不适用偏见属性

Def. 6: Treatment Equality
•错误的数量一直



Fair Machine Learning: Dataset Description

p Show dataset statistics and creation details

sources

Dataset and creation details

dataset

Gebru, Timnit, et al. “Datasheets for datasets.” Communications of the ACM 64.12 (2021): 86-92.



Fair Machine Learning: Dataset Labels

p Use dataset specifications (数据集说明书)

Gebru, Timnit, et al. “Datasheets for datasets.” Communications of the ACM 64.12 (2021): 86-92.



Fair Machine Learning: Dataset Labels

p Simpson’s paradox testing (合在一起结论变了)

Gebru, Timnit, et al. “Datasheets for datasets.” Communications of the ACM 64.12 (2021): 86-92.

Stack Exchange: 第几个回答更容易被接受为最佳答案？ （b）:基于session length划分group



Fair Machine Learning: Causality

p Identify and remove biases with causal graphs

Zhang, Lu, Yongkai Wu, and Xintao Wu. "Achieving non-discrimination in data release." SIGKDD, 2017.

性
别

专
业

生
源
地

分
数

录取?



Fair Machine Learning: Sampling/Re-sampling

p Balancing the minorities v majorities by re-sampling

https://www.kaggle.com/code/rafjaa/resampling-strategies-for-imbalanced-datasets/notebook



Fair Machine Learning: Fair Representations

Louizos, Christos, et al. "The variational fair autoencoder." arXiv preprint arXiv:1511.00830 (2015).

p Fair AutoEncoder

原始数据 MMD wo s s wo MMD s + MMD

Blue: male; Red: female



Fair Machine Learning: debiasing

Amini, Alexander, et al. "Uncovering and mitigating algorithmic bias through learned latent structure." AAAI. 2019.

p Debiasing Variational Autoencoder (DB-VAE)



Fair Machine Learning: Unbiased Learning

Nam, Junhyun, et al. "Learning from failure: De-biasing classifier from biased classifier." NeurIPS, 2020.

p De-biasing classifier from biased classifier



Fair Machine Learning: Unbiased Learning

Hong, Youngkyu, and Eunho Yang. "Unbiased classification through bias-contrastive and bias-balanced learning." NeurIPS, 2021.

p Unbiased classification with bias capturing model



Fair Machine Learning: Reweighting

p FORML: Learning to Reweight Data for Fairness

https://machinelearning.apple.com/research/learning-to-reweight-data



Remaining Challenges

p Bias mining: how to automatically identify biases for a given dataset and model

p A general definition of bias/fairness: a ML and societal definition of bias

p From equality to equity: 从平等到公平

p Efficient fair learning: fine-tuning based

p In-situ debiasing: identify and fix bias on-site



AI Ethics

伦理规范、道德规范、职业道德



Ethics, morals and rights - definitions

• Ethics – the study of the general nature of morals and of 
the specific moral choices to be made by the individual in 
his/her relationship with others. The rules or standards 
governing the conduct of the members of a profession
• Morals – concerned with the judgement principles of right 

and wrong in relation to human action and character.  
Teaching or exhibiting goodness or correctness of 
character and behaviour.
• Rights – conforming with or conformable to justice, law or 

morality, in accordance with fact, reason or truth.



Who teaches us what is ethical?



Who teaches us what is ethical?

• Holy Book

• Mama

• Preacher

• Teacher

• Lawyer

• Doctor

• Government



Today’s ethics principles are built upon the 
progress of human civilization.



Ethics, technology and the future humanity?

AI Ethics

Laws and ethics are falling far behind modern technologies. 



https://www.youtube.com/watch?v=bZn0IfOb61U 

Unfortunately

https://www.youtube.com/watch?v=bZn0IfOb61U










CSAM (Child Sexual Abuse Material)

https://www.nytimes.com/2021/09/03/business/apple-child-safety.html











One of my research:
Adversarial interaction attack: fooling AI to misinterpret human 
intentions

Handshaking (normal) Punching (adversarial)





Ethics in IT workplace



What is an ethical dilemma?

Three conditions must be present for a situation to be 
considered an ethical dilemma: 
1. An individual, the “agent”, must make a decision about 

which course of action is best. Situations that are 
uncomfortable but don’t require a choice, are not ethical 
dilemmas; 

2. There must be different courses of action to choose from; 
3. No matter what course of action is taken, some ethical 

principle is compromised, i.e. there is no perfect solution.

Allen, K. (2012). What is an thical dilemma? The New Social Worker. available at http://www.socialworker.com/feature-
articles/ethics-articles/What_Is_an_Ethical_Dilemma%3F/



What is an ethical dilemma?

Image from: http://knowyourmeme.com/memes/the-trolley-problem 

The Trolley problem (电车难题)

http://knowyourmeme.com/memes/the-trolley-problem


Case studies

63

• Data access
• Confidentiality
• Safety
• Trust
• Intellectual Property
• Privacy



Data access

• You are working for a Financial services industry company 
doing auditing / financial transaction management
• You get a database of a company’s finances showing its 

in big trouble and about to go bust, losing all its 
shareholders money
• You realize your elderly parents have invested all their life 

savings in this company and will go broke when this 
happens
• What do you do???

64



Confidentiality

• You work for a medical diagnostic device company
• You see information about real patients and their tests 
• You recognize the name of your sibling’s partner
• They have a very serious communicable disease you think 

your sibling hasn’t been told about
• What would you do???

65



Safety

• You are working for a company developing self-driving cars
• You have to decide what to do in the critical scenario of the car 

either (i) hit another car or (ii) hit a pedestrian
• What do you program the car’s AI to do?
• What could/should happen in such a scenario?
• What do human drivers do now?
• Whose fault will it be if such an accident occurs (the 

manufacturer of the car? The programmers? The person in the 
car? The other car? The pedestrian e.g. if walking on the 
freeway?)

66



Billing your IT work – the truth or not?

• You work for an IT consulting company
• The company has many big clients you work for by the hour
• Each project you work on you record and “bill” hours worked 

to each client
• Your employer collects the hours worked per staff member per 

client up each week and bills each client
• You are paid a portion of this amount billed
• Your company is struggling financially
• Your manager asks you to add a few extra hours to each project 

you work on for your weekly billings
• What do you do???

67



Intellectual Property

• You are working for a company developing new mobile phone apps
• The company has a number of clients
• You and two friends decide that you could do a much better job of 

the applications working for yourselves in a new company
• You copy the most interesting bits of the designs and code to an off-

site server 
• You copy the customer database
• You start your new company, develop new apps, and approach the 

clients to sell it
• What do you think will happen? Why?
• Your old boss sues you and your new company for extensive 

damages and restraint of trade

68



Privacy

• You work for a company building computer games using technologies such as Kinect, 
phones, Virtual Reality and Augmented Reality. 

• The company captures information about gamers e.g. demographics, playing times, 
what games they are playing, background conversations, etc.

• Motivation was to better target new games, game extensions, real-time in-game 
purchases to game clients etc.

• Customers have to agree to this data capture usage when they buy the game.
• Company then finds a very profitable extension of selling some of the data to other 

companies for targeted advertising to the gamers.
• You are asked to write the software to share the gamer data with these other third party 

company systems
• Should you / your employer be doing this? Who will get prosecuted for breach of 

privacy and data laws??

69



Mobile devices – monitoring, data usage consent

• You manage an IT team that spends a lot of its time visiting client offices around the 
city/state.

• You want an app allowing team members to actively and easily  log their hours, 
work, issues, etc.

• You are concerned about team members safety and security. Therefore, you also 
want “passively” monitor their whereabouts using GPS.

• On obtaining the data after deployment of the app you find one team member 
spends a lot of “work” time in the casino, while logging work activities there. The 
casino operators are not a client of your company. 

• But – you didn’t get staff agreement to allow you to use the data in this way from 
the app.

• How do you handle this situation as the IT team manager?
• When you become a manager of other staff, you will get lots and lots of challenging 

Human Resources/ ethical issues to deal with J

70



And lots and lots more 
…

71



Image from: http://gateleyplc.com/corporate-social-responsibility/ 

Social Responsibility

http://gateleyplc.com/corporate-social-responsibility/


On Social Responsibility in IT

• As IT Professionals we have a lot of responsibilities 
to the community, stakeholders, and each other. 
• For example: safety and security of systems, 
maintaining privacy and confidentiality, protection 
of critical infrastructure, intellectual property, 
plagiarism, ethical behavior…
•What would you do? Why? How can we know the 
“right” thing to do??



Example – Ariane 5 Rocket

https://www.youtube.com/watch?v=gp_D8r-2hwk

1996年阿丽亚娜5火箭首飞失败，在发射40秒后爆炸

Ariane 5爆炸是历
史上最昂贵的软件
错误之一

https://www.youtube.com/watch?v=gp_D8r-2hwk


Example – Ariane 5 Rocket

• 4 June 1996
• ~40 seconds into launch
• altitude of ~3700m
• launcher veered off path and broke up
• then exploded
• ~$500 million uninsured (maiden flight)
• Un-manned



What happened

• Technically:
• Data conversion from a 64-bit floating point was too large for the target 

16-bit signed integer value
• Data conversion was not protected

• Causes:
• The software module in question actually served no useful purpose after 

launch!
• Was a carry over from Ariane 4
• Operand error occurred because Ariane 5 built up a horizontal velocity 

much more quickly than Ariane 4

• Whose fault was this? What could/should have been done?



2016 Australian Census debacle

• System too slow / didn’t respond
• Had to do it – people panicked
• Administrators thought under cyber-attack – shut it down
• Provider didn’t do sufficient scalability testing
• Political, economic, social fall-out

• Who is responsible? What could/should have been 
done?



谢谢！


